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Chapter 1
Tools of Quantum

Mechanics

3. Dirac Notation

The function belongs to Hilbert space H can be represented in term of Dirac notation. It is
abstract notation can be efficiently used in quantum mechanics.

If function y/(x) belongs to Hilbert space H with dynamical variable x then it can be
represented as ket vector as |1//> pronounced asy (shai) ket. Similarly, function ¢(x) can be
represented as |¢>and pronounced as ¢ (phai) ket. The y/*(x) belongs to duel space of can be
represented as Bra vector (y/| pronounced as ¥ (shai) Bra. Similarly, function ¢*(x) can be

represented as <¢| and pronounced as ¢ (phai) bra.

Mathematically ket vector is equivalent to column vector as |l//> =

o o Q

*

Bra vector is complex adjoint of ket vector i.e. Row vector represented as (1//| = (a b c*)
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2
For example if ket vector is given by |l//>= -3 then corresponding bra vector is
3+4i

w|=(2 -3 3-4i)

A. Addition Rule

(a) Closer Relation If ket|y ) and ket|¢) are belongs to Hilbert Space H then their addition
|#)+|w)=|&) . Ket|&) will also belongs to same Hilbert space H .

(b) Commutation |¢)+|y ) =|w)+|¢)

(0 Associative () +[y))+[£) =[4)+ (1) +[2))

(d) Existence of Null vector there exists a vector or function represented as |0> which addition
to any function |y ) will produce same vector i.e. |y )+|0)=|w)

(e) Existence of inverse There must be existence of inverse vector of Ket|;y> which addition on
) will produce null vector . i.e. |y)+(~|y)) =|O) . Which means —|y/ ) is inverse of |y ) .

B. Scalar Multiplication

(a) The product of a scalar with a vector gives another vector. In general, if \¢> and |y) are two
ketvectors of the space, any linear combination a|#)+b|y ) is also a vector of the space, a and

b being scalars.

(b) Distributive with respect to addition
(a+b)ly)=aly)+bly) and a(jy)+|g))=aly)+alg)

(c) Associativity with respect to multiplication of scalars
a(bly))=ably)

(d) For each element i there must exist a unitary scalar 7 and a zero scalar 0 such that
1) =Iy) and oly)=0)

Scalar Product in Dirac Notation

Scalar Product: If two ket vectors |¢) and|y ) belongs to same Hilbert space H.where xis
dynamical variable of system then scalar product can be denoted by <¢|1//>. The value of scalar

product is
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<¢|l//>= I ¢*(x)t//(x)dx<00. Famously it is also named as inner product. The inner product

—o0

(#|w) must be finite number.

Properties of scalar product

@) (¢lv) =(v)

(b) () |4)+ az|g.)) = a, (w|d) + . (w9.)
© (a|g)+a:1d.).|v)) = ai (4 lv)+a (& |v)

(d) (@ ]4)+as|4,).b |w)+ by |ws) = aiby (8 [w )+ @by (@ |w o)+ aoby (8, [w ) + asby (| )
Normalized Function: If norm of any ket vector |y) belong to Hilbert space His one then

function is said to be normalized. Any square integrable function can be normalized when it is

1
= . In general

divided by its norm which is also known as normalization constant 4 =i
N Jwlv)

normalization condition is <l//|y/> = J. v'ydi=1= J. |l//|2 dx=1.

Orthogonal Function: If two ket vector |¢>and |¢/> belong to same Hilbert space H. They are

said to be orthogonal if scalar product between that function will vanish ie

+00

(v]d)=0= [ (x)p(x)de =0

—o0

Orthonormal Function: If two vectors |¢i>and ‘¢j>belong to same Hilbert space H . They are said

- Lizi

to be orthonormal if <¢,‘¢/> =0, = I ¢,(x)¢/ (x)dngl_j :{O’Z. ;t]., where &, is identified as
‘ —0 ,1 J 5

Kronecker delta

Forbidden State and Direct Product: If ket|¢) and ket|y) belongs to same Hilbert space H then

direct product |¢) ®|y) and (¢|® (i | are meaningless , they are void and Nonsensical. If ket|¢)

and ket|y) belongs to different Hilbert space H then direct product |¢#) ®|y) and (¢|® (y| are

identified as direct product .

Triangle Inequality: If ket|¢) and ket|y) belongs to same Hilbert space H

oy +6) < Jlwlv)+|(sl¢)
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Cauchy Swartz inequality If ket|#) and ket|y/) belongs to same Hilbert space H then

(wle) <((wlv))((2]9))

< 7 _<_> +<'/’| \olv)
DA77 R 7 A N A
O o e ld) lv)
= =y G Y T G )
6l oy el 1)
= 6l0)=- 2 o1}~ 1% o)+ 2 ()
= (16) =5 (lv) = (19} 1) =~{v19) (41

(¢]#)
= (plo)wlv) = (w[o)(olw)= [wlo) <((vIv))((2]0))
Linear Independency
The vector |4,),|4,).|#,).....|#,) are said to be linear independent if we find the coefficient

€15C5Cy50,Cy Which satisfy the equation.c |g)+c,|d,)+c;|d)+....+cy|dy)=0 and get the
unique solution as
q=¢,=¢=...=cy,=0then |g),|4).|4

The dimension of a vector space is given by the maximum number of linearly independent vectors
the space can have. For instance, if the maximum number of linearly independent vectors a space
hasis N |¢).|¢,).|@;).....|#y) this space is said to be N - dimensional. In this N -dimensional

)s-.n| @y ) s said to be linearly independent.

vector space, any vector |1//> can be expanded as a linear combination i.e.

|l//>=01|¢1>+02|¢2>+C3|¢3>+--.-+CN|¢N>

Relation between orthogonal and linearly independent vectors
Every orthogonal vector is linearly independent but it is not necessary that every linear

independent vector is orthogonal.

In guantum mechanics any vector |v//> can be represented in orthonormal basis of vector

6. 6).,) .18 8,) -] #) as
lw)=c/|d)+c|d)+c|d)+.c.|d). ‘¢> ..... +eyldy )= |w) = Zci|¢i>

1

Hence it is given <¢i‘¢j>=§i,j so the term ¢, =(¢,|w) and ¢, =<¢j‘y/>
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So |W>=ici|¢i>=ZN:(<¢i|y/>)|¢i> which means the coefficient c,is scalar product between

i=1

component basis vector |¢) and vector |y). This trick can be only applied if vectors can be

$,);

represented in orthonormal basis vector. Here basis vectors | ),

B),|8)] ). ) are

analogically orthonormal unit vectors in Euclidian space.

0, x<0
X .
Aexp(——+zkx],x>
a

value of 4 such that y (x) is normalized.
0, x<0 0, x<0

Example: If l//(x) = where a,k are positive constant, then find the

Solution: = and v (x)=
o W(x) Aexp(—£+ikx),x>0 v (x) Aexp(—f—ikx}x>0

a a

For normalization (y,y)=1= f v (X)y(x)dx =1

J.O de+ij* exp(—f—ikx]Aexp(—f+ikx)dx=1 = Al J.wexp(—éjdx=l
—0 0 a a 0 a

0, x<0

2
=4 =\/: soy(x)=1 2 x is normalized function .
a —exp| ——+ikx |, x>0
a a

. L . a, —1<x<1

Example: Assume two function ¢(x)and w (x), which is defined as ¢(x)= and
0,otherwise

bx+c, -1<x<1

. Find the condition on a,b, ¢ (real numbers) such that ¢(x)and  (x)
0,otherwise

R
are orthonormal vector.

Solution: Condition such that ¢( ) is normahzed ¢ ¢ I ¢ gdx=1= I ad’dx=1=a —%

Condition such that ¢(x) and y (x) are orthogonal
(¢y/ 0:>I¢l,//dx 0:>_‘-\/_ bx+c)dx=0:>c=0

o 1
Condition for y (x) is normalized (y,y)=1= I vydi=0= J. (bx) dx=1=b= \/g
—0 -1

3
,—1<x<1 Zx, —-1<x<
So, ¢(x)=12 and (x)= \/;C’ t=x=1 ¢ orthonormal functions.
0,otherwise 0, otherwise
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Example: function @(x)=exp(—ax’), where—wo<x<+o0,and (x)=xexp(—ax’)where
-0 < x <o belong to Hilbert space with variable x
(a) Find norms of ¢(x) and y/(x) write expression of normalized ¢(x) and l//(x).

(b) Prove that ¢(x) and 1,//(x) are orthogonal.
11 [n+1

Use the integration Ix" exp(—ﬂxz)dx =——
) 27 )
ﬁ 2
Solution: (a) Norms of ¢(x)is

N =(#:9) ., (4.9)- j¢ (1) (x)dx = ]iexp(—Zaxz)dx R zx%x[ijm 1_ (Lj Jx

20 2 2a

g 1 2 )"
N, =|—| ,sonormalized constant 4, =—= 4, = (_j
2a N.

1 T

1/4
Normalized function ¢(x)= (2_05) exp(—axz)
r

Norms of y (x)is N, = (l,y,l//) ,

()= [ v (3 (x)dr = | exp(-200 Jiv = 2%{%}30 2- (gjm 7

—00 —0

12 V4 J\I/4
2
N, =(lj T ___| so normalized constant 4, LN 4,=2" (20)
E W

2 (Z)3/4 5

3 1/4
Normalized function y (x)=2"" (@J xexp(—axz)
Vs

#(x) w(>)
(b) If gand  are orthogonal, then (¢,l//) =0

+00
22
:>A1.A2J-e”xe “dx=0

v
v

1
Example: (@) If |y) = A| i |, Find the value of A such that |W| is normalized.
0
1
Solution: (a) If ket vector is | ) = 4| i | then bravector (i |= A (1 —i 0)
0

For normalization condition <l//|y/> =1

=1 =4 (1+1+0) =1 :>|A|2=%:>A=L

V2
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Example: If |y) = a,|4 )+ a, | ,) itis also given (¢]¢,) =6 find (y|y) and [y "
Solution: If ket|y') = a,|¢,) +a,|4,)

y|=al(4]+a (4]
Wlv)=ala(d]d)+aia,(d6)+aa {d.]d)+ ara,(4:]4.)

Hence (¢[4,) =5, 50 (d|d)=1(4:|6:) =1.(#[ ) = 0. ) =0

(wlw)=aja, +daa, =|a| +|a,|" which is scalar number
W =v'v, v =ag+ag,v = +ap
v=(ad +ab)(ad+ad,)
W[ =aja g +aia g p + aadi + aagip =laf | + @ ad's +Gadd +af |p)

[ =lal 4] +|al |4] + 2Re(a1*a2¢1*¢2)which is a function

Example: If |y,)=a,|¢)+a,|¢) and |w,)=b,|4)+b,|4,) it is given (4|g,)=3, find the
condition such that |y, ) and |w,) are orthonormal.
Solution: Condition such that |y, )is normalized (y, |y, ) =1
ilvi) =12 aia (616)+ asa, (6,16, + aias (8] + aia () =1 1 (4 ]4,) =
(@16)=1.(¢.|8:) =1.(]¢.) = 0. | ) = 0
(lw)=1=laf +af =1
(Walya)=1= b (h]d)+ 530, (6, |6,)+ b (6 ]6,) + biby (4] ) =1
i (8]6,)=0.,.(414)=1{6:16) =144 |8.) =0.(s;|#) =0
bib,+bib, =1 = B[ +[p,[ =1
(Wilv.)=0= aib (g |4) + @b, (| 4) + aib, (4] ) + a0, (4, ]41) =
i (8]6)=5.,.(414)=1.(6:16.) =14 |9.) = 0.(6:] ) =
(v\|w,)=0=a/b +ab, =0

Similarly, (y, |y,) =0 = bja, + bja, = 0
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Example: The vector in three-dimensional space is defined as

1 0 0
|4)=]0 |4,)=|1 |#.)=| 1 |. Prove that they are linearly independent
0 1 -1
For |¢,).|#,).|#,) linearly independent ¢, |¢)+c,|4,)+c;|4)=0
1 0 0

¢| 0| +c,|1 [+¢| 1 |=0 solving the equation we get ¢, =0, ¢, +¢; =0, ¢,—¢; =0
0 1 -1

Which has unique solution ¢, =c¢, =c¢, =0 so they are linearly independent

Example: Prove that ¢ =x,¢, =x’,¢, =x’ are linearly independent

ah+od +ed =0=cx+ex’ +ox’ =0
equating coefficient, we get ¢, =c, = ¢, =0 which ensure that x, x*,x° are linearly independent
Example: Prove that ¢, = exp—x°,¢, = xexp(—xZ)

od+c,4,=0= exp(—axz)[clx—i-cz] =0 hence exp(—axz) =0
[ex+c¢,]=0=¢ =c,=0 which ensure ¢ =exp—x’,¢, = xexp(—xz) are linearly

independent.

1 1
Example: (a) Prove that vector |¢1>=(0j and |¢2>=(J are linearly independent but not

orthogonal
1 1
(b) Prove that vector |¢1>=( J and |¢2>=(Jare orthogonal. Also check their linearly

independency.

1 1
Solution: (a) ¢, |¢1>+Cz |¢2> =0=¢ (o}rcz (lj =0

1 1
=c¢ +c,=0and ¢, =0 which ensure ¢, =0,c, =0 that means |¢1>=(0] and |¢2>=(J are

linearly independent.
Now we check orthogonal relation (¢ |¢,)=0

:><¢1|¢z>=(1 O)GJ=1¢0 which means |¢1>=((1)J and |¢2>=G] are not orthogonal
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So it is not necessary that linear independent vectors are orthogonal.

1 1 .
(b) If |¢) =(_J and |¢,) = (J we check orthogonal relation (¢ |¢,)=0

= {(g|4,)=(1 1)(_1J =1x1+1x(=1)=0, which means |,) =G] and |¢,) =( 11] are

orthogonal.
So, if vectors are orthogonal then they must be linearly independent.

Let’s check there independency

cl|¢1>+c2|¢2>=o:q@+c2[ IJ=0

1 1
= ¢ +c,=0and ¢, —c, =0 which ensure ¢, =0,c, =0 that means |¢1>=(J and |¢2>=[_J

are linearly independent.
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